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ABSTRACT 
Null ciphers are some of the oldest cited examples of modern 
steganography, and are some of the few steganographic algorithms 
that use either synthetic or immutable carriers. In contrast, the 
vast majority of today’s steganographic algorithms use mutable 
carriers where the embedding process requires modifying the car- 
rier in some way. The main deficiency with mutating the carrier 
during the embedding process is tha t  the algorithms will leave some 
sort of signature. In this paper we explore the idea of embedding 
data without changing the carrier by mapping the message onto the 
carrier instead of making modifications to the carrier. We explore 
algorithms that use Variable Interval Symbol Aggregation (VISA) 
for both text and binary data. We study these varzable interval al- 
gorithms in terms of several quantitative measures and show that 
these algorithms, often cited as classic examples of steganography, 
share many characteristics with encryption algorithms. 

1. INTRODUCTION 
Steganographic transmissions are designed to  be imper- 

ceptible. However, to  date there have been no published 
steganographic implementations that do not change the car- 
rier in some discernible fashion. While some algorithms 
change the images in very subtle ways [S ,  lo], any algorithm 
that modifies the carrier has the potential to  be detected 11, 
2, 6, 3, 4, 121. Additionally, carriers that are digitally signed 
or watermarked cannot be considered as potential carriers 
for traditional steganographic algorithms since the embed- 
ding may disrupt the authentication techniques that are in 
place. 

To begin to  address these limitations of current stegano- 
graphic techniques, we explore and analyze several algorithms 
that map messages onto carriers instead of embedding data  
into the carriers. We introduce a class of varzable znterval 
algorithms that have no potential to  leave a signature in the 
carrier. Instead of modifying selected bits, these algorithms 
map a secret message onto a carrier without changing any 
aspect of the carrier. This technique not only allows you to 
use carriers that are not under your control, such as embed- 
ding a message at CNN’s website, but they also allow you to 
be assured that current detection mechanisms will fail when 
analyzing your carrier. 
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During our analysis, we discovered several limitations 
in using immutable carriers for secret message transmission. 
First, these algorithms have a very limited bandwidth, so 
longer messages will require several different embeddings and 
transmissions, which could be flagged as anomalous. Sec- 
ondly, the embedding techniques are probabilistic, so there is 
no guarantee that the secret message can be mapped onto a 
particular carrier. Lastly and perhaps most significant is the 
fact that the techniques all introduce a side channel through 
which the mapping information is transferred to  the recipient, 
and this introduces the equivalent of the key exchange prob- 
lem. Depending on the message that one wishes to  embed 
and the size and versatility of the carrier, the resulting map- 
pings can be quite large. Due to  these limitations, we deduce 
that the VISA algorithms are a hybrid between encryption 
and steganography since the mapping onto the carrier in an 
innocuous fashion resembles steganography, but the transfer 
of the message, the structure of the mapping, and the PO- 
tential attacks on the VISA algorithms all resemble those of 
encryption algorithms. 

The first contribution of this paper is the design and ini- 
plementation of a class of vanable znterwal algorithms that 
we call VISA. We briefly present four algorithms that we ini- 
plemented and tested on immutable carriers including an ex- 
tended null-cipher algorithm for both natural language and 
images, a mapping using analytic functions across an image, 
and an algorithm for hashing image locations to create a map- 
ping. 

Second, we provide a thorough mathematical analysis of 
our proposed techniques. This analysis shows that immutable 
carriers have a greatly limited bandwidth compared to  tradi- 
tional steganographic algorithms. This limited bandwidth is 
an artifact of the VISA algorithm; we must search through 
and map our secret message to the carrier instead of simply 
modifying arbitrary bits of the carrier. This search may or 
may not be successful. 

This paper is organized as follows. In $2, we introduce the 
variable interval algorithms for natural language and compare 
them to techniques that have been previously used. In $3, we 
discuss three different algorithms that we implemented for 
images, and in $4, we perform a mathematical analysis of our 
proposed techniques for text and images. Lastly, we conclude 
the paper in $5. 

2. IMMUTABLE TEXT CARRIERS 
During World War 11, unencrypted transmissions were 

used to  send embedded data. For example, the following mes- 
sage was sent by a German spy: [5, 71 

APPARENTLY NEUTRAL’S PROTEST IS THOR- 
OUGHLY DISCOUNTED A N D  IGNORED. ISMAN HARD 



Kcy = (offsat = 102, intcrvnl = 233, Icngth = 6) 

unrollcd tho pnrchmcnt, scroll, Bid rend BR follows:- 

Kiinvo of Hcnrt.8, 110 ntolc t,hom tarts, Arid took tlmm quite away!'' 

On this tho White R.nbblt blow throe b lnat s  on the trumpct, w i d  than 

'Tho Quoan of Haarts, slic nmdc 8omc tart,s, All on R surnincr day: The 

' C o n ~ l d c r  your vcrdict,' the King ~ n i d  to tlic Jury. 

'Not, yot, not yct!'  bw Rnhblt hastily intcrruptcd. ' T h c r e ' ~  R g r m t  deal 
1.0 COlnC 1,cforc that!' 

~ I R R ~ R  on t,hc trumpat., arid cnllcd out, 'First witncss!' 
'Cnll t l w  first. w l t i i ~ s s . '  ~ ~ l t l  thc King; and thc Whlt,c R.nbbit blcw three 

Tlic first wltricm was [hc Hnrtcr. H c  cilnif i n  with R tcncup In onc hand 

and R plocc of brend-nnd-buttcr in thc othcr. 'I hag pardon, your Majesty,' he 
bcgnn. 'for bringing thcsc in: but I hadn't qult,o finishcd my t.en wlicn I wns 
scnt, for., 

'Yon ougln t o  hb finishod,'  said tho King. 'Wlicn did you begin?' 

Thc Hnttcr lookcd at thc March Hare. who had followed him Into tho 
court,, arni-ln-erni with t,hc Dormonsc. 'Fourtactit11 of March, I th lnk i t  was,' 
I l C  nnld. 

'Flftcdnt,h,' mid  t,hc M a 9 1  Hero. 

'Slxtccnt,h,' nrldod tlia Dormouse. 
'Write thnt down,' the Klng said t.o the Jury, mid the jury engcrly wrote 

down all thrce dnt,ci on tlielr dnt,ca, find chon nddcd them up. and rcduccd the  
RllRWCr Lo HhilllngH nIld I>OllCC. 

> T 5 c  off your hat , '  t,hc K i n u  anid t o  tho Hnttcr. 

Figure 1: Embedded phrase 'attack' in an im'mutable 
text carrier 

HIT. BLOCKADE ISSUE AFFECTS PRETEXT FOR 
EMBARGO ON BY-PRODUCTS, EJECTING SUETS AND 
VEGETABLE OILS. 

Extracting the second letter in each word gives the following 
message: 

PERSHING SAILS FROM NY JUNE 1. 
This is an example of a synthetzc carrier, where the text was 
generated to hide the message. This is in contrast to mutable 
carriers that  are changed during the embedding process, and 
~mmutable carriers, which we discuss in this paper. 

The null cipher algorithm used by this German spy has 
many limitations. Because it will only embed data in one 
letter of each word, the size of message that can be embed- 
ded is greatly limited. In a small corpus, matches are sparse. 
In addition to  having few results, the  shortest word found in 
your string limits the possible keys (i.e. in which letter posi- 
tion of the words you are embedding data). For example, if 
the string found in your carrier includes the word the, then 
the key is limited to  the values 1, 2 or 3. Additionally, such 
a contrived message would never pass a bigrani analysis [9] 
that  analyzed the text for the probability that it was stan- 
dard English. These analyses compare adjacent words for the 
probability that they would be seen next t o  each other, based 
on a huge amount of known English text. 

If a match is found, transmitting a key containing the ini- 
tial offset and interval suffices to transmit the message. Even 
if the key is intercepted in transit, there is little possibility 
of deriving the message without knowledge of, and access to, 
the corpus. 

More data  can be embedded in a carrier if the limitations 
of the naive implementation, namely that only one character 
can be used per word, are lifted. To do this, we have extended 
this algorithm to  a variable znterval algorithm. In this new 
algorithm, one of the embedded message's characters is hid- 
den in every n letters. This algorithm would not be flagged by 
a bigram analysis as anomalous because we use corpora that 
contain actual spoken (or written) English words. As such, 
our technique is much less suspect. Figure 1 shows an exam- 
ple embedding using this algorithm on the message 'attack' 
in Lewis Carroll's Alzce In  Wonderland [ll]. 

3. IMMUTABLE IMAGE CARRIERS 
Images provide an obvious medium for practicing 

steganograpliy with immutable carriers. By producing a map 
of locations within an image from which a message may be 

. \ ,  +- Offset = 4 --+-Skip = 3 + ltnage pixels 
Used IO Convey Message 

Figure 2: 
Cipher Technique 

Choices of Image Pixels Using the Null 

extracted, we can effectively find our hidden message in a 
carrier without any modifications to that carrier. We explore 
three algorithms and implementations to  accomplish this task 
in images in this section, and provide a mathematical analysis 
of these techniques in $4. 

3.1 Null Ciphers to Map the Message 
The null cipher technique for images is a variation of the 

text technique described in $2. The idea is t o  provide a (in- 
terval, offset) pair which will point out message data in an 
image. The only major variation from the text scheme is to 
first place the image into a two dimensional array, and then 
combine the interval and offset with a permutation on the 
heights of the image. Searching through different permuta- 
tions of the heights has the advantage of searching a larger 
space in the corpus than if we were to  search the corpus lin- 
early. These permutations can be looked at as providing a 
variable-length interval in a single dimension. See Figure 2 
for a pictorial view of this algorithm. 

This scheme can be very costly. Since i t  involves search- 
ing the entire image, for a message of length n and a corpus 
of length m ,  this search is O(mn). For a message over a few 
characters in length, it becomes desirable to  divide the mes- 
sage into smaller blocks to speed up the matching process, 
because of the exponential search time. This leads to de- 
creased security, since breaking the message up requires more 
(offset,skip) values to be transmitted, increasing the ease of a 
statistical attack. 

3.2 Hashing the Image 
A second immutable-image algorithm that we imple- * 

mented and analyzed hashed the image locations into bins, 
where the index of each bin is a byte of data from the image, 
and in each bin are locations where that byte can be found 
in the image. In order t o  map a byte of a secret message, we 
choose a random location from the bin indexed by that byte. 
This randomness is introduced to reduce the effectiveness of 
steganalysis, while at the same time provides an excellent 
probability of success. 

While the previous schemes involved searching the image 
for a match of pa.tterns, this hashing scheme only requires 
indexing an array using the byte to be matched, and choosing 
a random location in that bin. In terms of complexity, this 
scheme is O(m.) where m is the number of bytes in the image, 
and as such is much simpler than the matching process of the 
previous null cipher algorithm. 

3.3 Analytic Functions to Map the Message 
Similar t o  the techniques used in the previous sections, 

analytic functions provide a way to  map message locations in 
the image data. We experimented with several trigonometric 
and polynomial functions. By varying the coefficients of these 



Mapping 
Function 

Image Pixels 
Used to Convey Message 

Figure 3: The Graph of an Analytic Function Which 
Maps Message Data onto Image Data 

functions, the image is searched for matches with the message 
data. 

Matching more bytes at a time increases the computa- 
tional complexity exponentially, and reduces the probability 
of finding a match at all. Dividing a message into smaller 
blocks decreases the cost, but at the sa.ke of weakened se- 
curity, since dividing a message into smaller blocks produces 
more sets of coefficients, giving the steganalyst more informa- 
tion. 

4. MATHEMATICAL ANALYSIS 
In the simplest case, the encoding function f is a member 

of a specific class of functions, and we only need to find an 
appropriate set of parameters. We will explore one such class 
of functions, the “Offset-Interval” (VISA) class, in further 
detail. In the following equations, let L be the length, and 
L, be the length of z. Let s be the secret message, c be the 
corpus, and o be the offset into that corpus. Lastly, let m be 
the maximum value allowed, and let i be the interval which 
we are discussing. This class is then defined as follows: 

s E f(c) = cz z+oHset  I z E ( 0 . .  . ( L  - 1 ) )  (1) 
In this equation, c is the overt message and s is the secret 

message. Notationally, the subscript treats c as an array, that 
is, C N  means the Nth  element in corpus. We arbitrarily define 
this element t o  be 8 bits of data  so we can think of this as 
an ASCII character; we can just as easily use an element of 
another size. In this way, i is the distance between adjacent 
characters in s when reading through c, while o is the initial 
number of characters in c to ignore. L is simply the length of 
s in characters. 

Thus, given a pre-selected c and a s we wish to  encode, 
we need only find a triple {offset ,  znterval, length}, such as 
the one we showed in Figure 1, that makes Equation 1 true 
(which may or may not be possible). If the class of functions 
has been pre-selected, this triple can then be thought of as a 
key to  recovering s. Equivalently any arbitrarily chosen (not 
in a pre-selected class) and fully qualified function (without 
un-specified variables) f can be thought of as a key. 

At this point, it should be obvious that this class is just 
the set of degree one polynomials over the non-negative inte- 
gers. This was chosen for ease of encoding and decoding, and 
to be analogous to  the original null cipher algorithm. 

Given c, s, and the pre-selected class of functions given 
by Equatibn 1, what is the probability of successfully finding 
one or more “string encodings” - {offset, znterval, length} 
triples that can extract s from c? We will derive an equation 
by calculating the maximal number of secrets that can be 

encoded in the corpus and the probability that one of these 
encoded strings actually matches our secret. 

4.1 VISA Encoding Probability 
Depending on the nature of the secret and corpus, and 

their respective lengths, it may or may not be possible to  
successfully encode s in c. Here we derive an equation for the 
probability of success. We begin with the following notation: 

Ld: The length of data  d,  where d is a corpus, etc. 

Nd(6): The number of occurrences of byte b in d. 

Pd(6): Probability of a randomly chosen byte in data d ’ 

being 6; 

This section discusses the nature of encoded strings. In u 

our case we are concerned with secret, which has length L,  
and is made up of characters S1S2 . . . S L ~  (Each character S, 
is simply Equation 1 evaluated for a given z). 

To start, the following bounds follow from our definitions 
and Equation 1, where e refers to  the encoded secret. 

0 5  0 < L , - L ,  

1s Ls 5 L,  

But Le,  the length of the representation of s in terms 
of the amount of text it covers in c, is a function of i. This 
length is given as follows: 

L e = i . ( L , - l ) + l  

This also allows us to  find a tight upper bound on the maxi- 
mal interval value. We know that the encoded secrets length 
must be less than or equal to  the length of the corpus. So: 

i . ( L s  - 1 ) + 1  L, 
L, - 1 i s -  
L, - 1 
L,  - 1 
L, - 1 

- 
%mas - - 

How many of these encoded secrets can we fit in our 
corpus? Think of this as a sliding window - We can place the 
encoded representation at the start of our corpus, or slide i t  
over character by character until the end of our corpus. The 
number is simply L, - Le + 1. 

So, how many different encodings E of s are possible in c? 
We sum the number of encoded secrets over all valid interval 
values, and substitute in the formula for Le,  canceling as we 
do: 

I-.. .,* 

E = c ( L ,  - i . (L ,  - 1)) 
i=l 

We now evaluate this equation. First we remove constants to 
get: 

Evaluation of the sums gives: 

i ,  . (i, + 1 )  
2 

E = L, . i, - (L ,  - 1) ’ 



Probability 01 Enmdlng Random Secret in Corpus is given by Equation 4. 

1 - (1 - probability of sec~et)"U"'"ef Of ellcodmgs (4) 
The perfect function would generate all possible sub- 

strings in the corpus (all Et:, (Lt:L)! of them) given ap- 
propriate parameters. 

Figure 4: Best-case probability of finding an embed- 
ding 

Substituting i, gives: 

Which we reduce to: 

(2) 
L2 - L,  . L, + L, + L, - 2 

2 .  (L, - 1) 
E =  

Note that this is undefined with L, = 1; this is a degen- 
erate case. Our derivation implicitly assumes that there is 
more than one character in s ;  otherwise the probability of a 
successful encoding is just the probability that the character 
exists in the corpus, P,(character). 

Now, if we knew the probability that one of these encod- 
ings matched our secret, we could calculate the probability of 
being able to  encode s in c using this method. We know that 
the probability that a randomly selected set of characters in 
the corpus matches our secret is precisely: 

P ( s )  = Pc(S1) . Pc(S2) . ' ' ' . P,(SL,) (3) 

To visualize how difficult it is t o  encode strings using this 
method, we graph a specific case of the equation. We assume 
that both the secret and the corpus are in the range A-Z and 
that each letter has an equal probability of &. Limiting our- 
selves to  26 characters instead of 255 obviously makes finding 
a match less difficult, and equalizing probabilities for each 
character maximizes P(s )  and hence the chances of a match. 
Figure 4 graphs the best case. 

Figure 4 shows how simple it is t o  encode short strings 
(under 5 characters) in 8 kilobytes of c, but we have a cliff- 
like drop off after that. To emphasize the point, consider how 
long a corpus is required to make the probability of encoding 
a 16 character string over 50%. Solving the equation for L,, 
one finds that on the order of 950 gigabytes of data  required. 
For a probability of 90%, a corpus with 1.7 terabytes of data 
is required. The reader can easily calculate the probability of 
success given other circumstances. Recalling that this was 
the best case, the problem is obvious. 

4.2 Generalization 
Unfortunately, due to  &ace constraints, we have only 

provided the analysis in the case where our encoding function 
f is a degree one polynomial. Any function that produces 
integers as output (locations in our corpus) couId also be used. 
A general formula for the probability of successful encoding 

5. CONCLUSION 
In this paper, we presented a class of uarzable znterual 

algorithms which we call Vamable Interval Symbol Aggrega- 
tzon (VISA).  These algorithms work with immutable carriers 
which are not changed during the embedding process. In- 
stead, they map a secret message onto a text or image carrier 
using a variety of techniques. 

Our mathematical analysis of the VISA algorithms shows 
that the size of a potential secret message is relatively small, 
and the mapping information for these algorithms grows 
larger with each byte that is added to  the secret message. 
However, this is t o  be expected with an algorithm that does 
not modify any of the bits of the carrier. Results from VISA 
algorithms are probabilistic and are not guaranteed. How- 
ever, this is the trade-off that must be made for signature- 
free steganography. Addtionally, we noticed that the VISA 
algorithms had many characteristics in common with both 
steganography and encryption, and as such, we assert that  
the VISA algorithms are a hybrid between steganography and 
encryption. 
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